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1 Overview

1.A Project Background

The PC Shopping Assistant application and this accompanying paper were created to satisfy the requirements of CSIS636T Artificial Intelligence & Knowledge-Based Systems, the second semester artificial intelligence course in The University of St. Thomas’ computer science graduate school. The focus of this course is on developing expert systems.

Prior to this semester, I had created a general purpose Case Based Reasoning (CBR) engine named The Selection Engine. The goal this semester was to use the engine to build a realistic and useful application. Given my background in architecting large e-commerce retail systems and evaluating artificial intelligence tools for use in retail, I decided to build a retail system. Specifically, I chose to build a product search system that used CBR to guess at what product a customer was searching for. More detail is provided in 1.D Purpose of the PC Shopping Assistant Application.

Although not a goal of an expert systems course, I decided for personal reasons to build a system that was, in many ways, production quality. That means that, while no one is likely to confuse this application for a polished commercial product, substantial effort was put into making sure that the core technology and architectural decisions resulted in a system that could be easily and quickly converted into a production or commercially-viable system.

1.B Licensing and Intellectual Property Restrictions

The PC Shopping Assistant and the underlying CBR engine were written in their entirety by baylor wetzel. The systems rely on a very small amount of code (I believe one nice but relatively unimportant routine) developed by others and released as open source. 

This application is released without restriction with the single stipulation that you can’t go around claiming you wrote it. The code, either in part or in its entirety, can be used by any one for any purpose, which includes using it in a commercial application without acknowledgement or compensation to me.

The Selection Engine was developed for fun. The PC Shopping Assistant and this paper were created for a class. No one is promising this code to be perfect, and the focus was on academic issues, not production ones. Further, The Selection Engine was written by one person over three months while the PC Shopping Assistant was created by one person in four months, so you obviously shouldn’t consider this to be perfectly polished, bug-free, heavily documented, performance turned, infallible, commercial-quality code. But you probably knew that already, didn’t you?

If you use this code and it causes you burst into flames or develop cancer, the law probably won’t let you sue me. If, however, it does, you will be sorely disappointed by how much money you’d get. Pretty much just a junker nine-year old car, some comic books and my karate DVD collection. God my life’s sad. (
1.C Overview of Retail

Most people are familiar with the concept of a store and the products sold in them, but I think it’s worth making a few explicit observations about the different categories of products and the special issues related to each one.

Some products are configurable, others are not. Some are important, others are for fun. Some are stand alone and others require other products to work. Some come in multiple versions while others have only one model. Some have numerous competitors while others have none. Some products are well known, others unheard of. Some products are easy to use, others require assistance. Some products are judged by their features, others by qualitative, subjective criteria. Each of these distinctions factors into how a product is sold, marketed, stocked and how the sales force handles it.

The primary question a retail customer has is “what should I buy?”. And this is one of the things that AI, as virtual sales people, can help with.

Many products are differentiated by features. Examples include cars, DVD players, washing machines and televisions. Cars are judged by seating capacity, cargo room, horsepower and price. They are also judged by subjective criteria such as how cute, sporty or regal looking a car is, but quantitative factors are generally the most important. DVD players are judged by the types of media (DVD, CD, VCD, CD-R, etc) they can play, output connections (component, s-video, etc.) and price. More subjective criteria such as manufacturer reputation and appearance play a role, but normally only as tie breakers. If DVD players are radically different in capability and price, as they once were, aesthetic concerns are of minimal importance. If DVD players are commodities, as they are now, more importance is placed on soft criteria. Even then, most cars, DVD players, washing machines and televisions tend to look and act relatively similar.

On the other extreme are products that are almost identical in features and price but differ substantially on qualitative criteria. In this category are many high volume leisure products such as CDs, books and movies. It is normally meaningless to recommend one book over another because it is 20 pages longer or to suggest one movie over another because it is 15 minutes longer.

Many products fail to work without required accessories. Most retail customers purchasing complex items want to purchase solutions, not parts. When a customer says he wants to buy a dryer, he typically means he wishes to have a working dryer in his house. That can mean purchasing a gas dryer, a dryer vent and a clamp to attach the two. A TV satellite system requires a satellite, a receiver, cables and possibly a telephone line extender, all sold separately. A car stereo requires a head unit, mounting kit, either RCA cables or speaker cables, possibly a speaker cable to RCA adapter, possibly one or more RCA Y cable splitters and perhaps a line driver. It is uncommon for a customer to know every single item they need to make their primary purchase work. They normally must rely on the sales associate, and it is common for a sales person, especially in low-paying, high turnover stores, to not know which related items a customer needs.

Many products rely on services. Most cell phone, many personal video recorders (Tivo, UltimateTV, etc.), some network appliances (WebTV, etc.) and all digital satellites require monthly subscriptions. The majority are proprietary to the specific device, so when customers consider purchasing equipment they must also consider the associated services.

Shopping is frequently an unpleasant experience. Here’s a list of some of the most common complaints:

· Dependency on sales person

· Product complexity 

· Product variety

· Sales person knowledge (either no information or wrong information)

· Sales person availability 

· Product availability

· Sales process time

· Inability to test products
· Product support

Many of these are problems that can be ameliorated by the intelligent application of technology (and, of course, with non-technical solutions such as better floor staff, more staff and better processes).

Retail companies make money by selling products, but that doesn’t always translate into profits. Retail companies, like most companies, must deal with large amounts of information. It is not at all uncommon for a store to sell an item for less than it cost because the store does not know the true cost of that item. If that seems odd, consider this scenario. A lighting store sells lamps. It buys 100 lamps for $50 to resell at $75. Will the company make money on the sale? The answer is, maybe. In addition to the cost of the lamp is the employee cost (sales staff, stockers, loss prevention, customer service, store manager, etc.), facilities cost (rent, electricity, maintenance, shopping carts, cash registers, etc.), storage cost (warehouse rent, warehouse electricity, transportation cost, warehouse staff, forklifts, etc.), ordering costs (buyer’s salary, ordering systems, transportation, accounting), customer service costs (returns, restocking, etc.) and marketing costs (advertising, coupons, etc.). On top of that are opportunity costs (money you lose by spending it one thing over another; if two lamps cost $50 and you can sell lamp X for $75 and lamp Y for $85, selling the lamp X results in a gross margin of $25 versus $35 for the lamp Y; if you choose to stock lamp X instead of lamp Y, each sale has an opportunity cost of $10, which is the extra money you would have made had you invested your money differently) and carrying costs (it’s possible that you will not sell all 100 lamps, leaving you to absorb the $50 cost of each unsold one).

So how do retail companies make profits? By increasing sales, increasing the quality of sales (selling more profitable items) and holding down costs. These can be done by:

· Cross selling (as a general rule, profits are substantially higher on accessories than they are on core products; a DVD player might carry a 5% markup while the cables for hooking it up have a 100% markup)

· Better marketing (more focused marketing to keep down advertising costs and identifying and understanding the most profitable customers to increase sales)

· Better inventory management

· Better supply chain management

· Adaptive pricing (finding the proper price for the store’s location based on proximity of competitors and changing pricing based on pricing events such as holidays)

· Improving product presentation (product location and display)

· Improving loss prevention

Most of these issues are fairly well understood and addressed by the market. As an example, several large companies (SAP, Manguistics, Retek, Peoplesoft, etc.) sell products that concentrate on inventory and supply chain management. Most of these use ideas from the AI and statistics field – hierarchical task networks for supply chain, clustering and rule induction in data mining, constraint based reasoning for product configuration, etc.

Where the market has done less well are in customer-facing systems, especially in the area of product selection. Determining which items to buy can still be a confusing, wasteful and frustrating experience. Some advances were made in this area, primarily in collaborative filtering (addressed later) thanks to the popularity of Web-based stores. The two primary reasons are, in my opinion, that Web-based stores do not typically have live sales people there to walk customers through the sales process and because investors were throwing large sums of money into the e-commerce market. While these advances are appreciated, product selection capabilities are still unnecessarily limited and shopping is still, more often than not, a headache.

This paper and the project it describes focus on the product selection problem and, in particular, how case based reasoning can be used to help shop for certain types of items.

1.D Purpose of the PC Shopping Assistant Application

In the summer of 2001, I wrote a general-purpose case based reasoning engine (described later), which I made freely available to the world. Interest in it was more than I expected (I expected none). Within weeks of releasing it, it was being tested and/or used by people (primarily academics) in New Zealand, Sweden, Ireland, China, India, Portugal and the United States. The Selection Engine, the extremely unimaginative name of the CBR engine I wrote, was worked on, off and on, by one person (me) over the course of three months. At the end of the summer, it looked like a program that had been written by one person in his spare time, so it was no surprise that I received several questions about how to use it and what it could do. 

In the Fall of 2001 I enrolled in an independent study AI 2 class and decided to use the class to create a sample application that illustrated some of what the engine can do and how it could be used. I also decided to build a detailed graphical batch viewer application that could help me and others understand and debug the CBR process.

Here is an excerpt of my project proposal:

My goals are three-fold. First, I hope to develop a realistic CBR-based application. Specifically, I intend to build a sales advisor system that helps computer shoppers determine which products to purchase. The sales advisor will be targeted to the e-commerce environment and will be implemented as a stateless Java applet. The success of the application will be judged on the accuracy of its recommendations, although attention will also be paid to other aspects of expert systems, most notably system maintenance.

My second goal is to investigate issues in data representation and to illustrate ways to model data that make application development easier. It is my belief that substantially more deployed expert systems fail because of data representation than because of the underlying expert system technology.

My third goal is to understand those features that make a CBR engine successful. I am the author of The SelectionEngine, a highly portable CBR engine hosted on SourceForge, a site for open source projects. While the engine appears to be functional when used within a test harness, no attempt has been made to use the engine in a real-world application. The needs of the proposed sales advisor application will quite possibly lead to changes in the underlying CBR system.

Given that I had four months to work on this, these goals seemed realistic. Unfortunately, I forgot to factor in several factors, most notably that I’m lazy and spend my time playing games and looking for work. The resulting application was less than I had hoped for. But since this paper is being written for Dr. Bennett, my professor, it’s worth noting that it’s still a pretty good application.

The application, as promised, helps customers purchase computers. The goal was to have the computer application emulate how a sales person might act. That meant asking simple, easy to understand questions and then making a recommendation. At its most simple, the computer would ask the customer to rate, on a scale of one to five, how important price and performance were. The shopping assistant application would then recommend a computer along with a list of several alternates should they not like the recommended system.

Although it might not seem like it, several weeks were spent designing different user interfaces in an attempt to find the proper balance of power and simplicity. Although many designs were drawn up, I ended up only having time to implement one interface. I chose to implement the power user interface since it is more useful in testing the system internals and because it best exercises the goal of a dynamic user interface (discussed in the architecture section). With this interface, a customer who knows a bit about computers can specify that it’s important that he get something that’s fast (the system uses relative values, so you’d specify “fast” rather than “1.4 GHz”, which is both easier to understand for non-computer professionals and makes system maintenance easier, as discussed later in the architecture section), he would prefer that it doesn’t cost much, it would be nice to have a DVD player, it must have a CD burner and, if at all possible, no Dells.

Also implemented was a detailed graphical batch viewer. This application was similar to the test harness included with the original Selection Engine but made it easier to view application details and added the concept of a data breakdown, which is where each numeric value in the data set is linearly plotted along a line (rounded to specified percentage breakpoints for grouping purposes). The breakdown helps the user (in this case, me) understand the spread of each trait and the proximity of data points which is useful in eyeballing the results of the similarity (nearest neighbor) computation. This application is intended for use by developers, not customers, and so little effort was spent making it pretty. 

2 Technology Background

2.A Approaches to Product Recommendation

While customers frequently ask sales people for help in finding a product, the ways in which they ask vary substantially. Some common examples:

· “Where are the 1½” to 3” PVC pipe step-up adapters?”

· “Do you have Gin & Juice by The Coup?”

· “Which CD had the song “Oscillate Wildly”?”

· “Where can I find the ink cartridges for an HP DeskJet 692C?”

· “Do you have the latest John Grisham novel?”

· “Can you recommend a good movie?”

· “I really liked Half-Life. Do you have any games like that one?”

· “I want to surf the Web. What kind of computer is right for me?”

· “I have $200 and want to buy a camera. Which one should I get?”

· “What would an 18 year old want for his birthday?”

· “OK, I have the satellite dish, is there anything else I need to buy?”

· “I like classical music, have a small apartment and own a Sony receiver. What else should I buy?”

· “Eventually, I want to build a competition car stereo system, but I only have $800 right now. What should I upgrade first?”

· “I really wanted the Samsung 19" monitor, but it's out of stock. Should I try another store, another model or special order one?”

Most of these questions can be handled by a human sales associate. Not always well, but they can at least be answered. Most computer systems, both on the Web and in the stores, have problems unless the customer knows an exact product ID or the value of a significant trait such as the product’s name.

Although unfortunately not wide spread, several methods for answering at least some of these questions have been developed. 

A low-tech option popular on many Web sites is the drill down search. If the customer was looking for a 36” TV, he might first click on Home Electronics then Entertainment then TVs and then 36”-56” and finally see a list of TVs in that category. This doesn’t help answer most of a customer’s questions, it’s easy to get lost (where would you look for a portable MP3 player, in mobile electronics, stereo or computers?) and it can take a while to navigate through all the menus. It also puts a burden on the marketing department to categorize data and maintain those categories (which the marketing department often does anyway since businesses are often organized category and sub category lines). Still, it remains popular with Web designers for its complete lack of algorithms, making it a no-brainer to implement.

Another approach that is somewhat common is to use manually built cross sell tables. A database table would hold a list of products to recommend if a customer purchased a specific product. For example, if you bought a camera, a related items table might tell the system to recommend batteries, film and a carrying case. This approach can give fairly good recommendations but requires a large amount of data entry and is prone to data maintenance errors.

An automated approach that became popular during the rise of the Internet store is collaborative filtering, which is based on a variety of statistical techniques. In CF, a computer divides customers into a defined number of groups. Clustering is based on the types of products each customer buys and the similarity of their buying patterns to other customers. The result is a number of groups, some of which might be filled with people who enjoy action games and action movies, others containing people who buy romance novels and Barbie dolls and still others who buy beer and diapers. Once the computer system determines which group you fall into, it recommends items that other people in your group have purchased. As an example, if you purchased a computer and several action movies, the computer might determine that other people who purchased the same products you did also liked action games and would then recommend a few to you. A slight variation keeps no information on you. Instead, you tell it one product you like and it tells you others that you might want. If you tell the computer “I like Ani Difranco CDs”, the system might determine that people who buy Ani Difranco CDs also buy CDs by Dan Bern and Alexia Lutz and recommend those.

Collaborative filtering is best used for taste-based products such as music, books and movies. Another taste-based approach is model-based recommendation. Two items are determined to be similar based on a set of traits they share. For movies, the traits might include the actors, producers, director and genre. When a customer asks for a movie recommendation and states that she liked The X-Files, the computer would look for other movies that were science fiction, starred Gillian Anderson, were written by Glen Morgan and directed by Chris Carter. The system might then recommend The One, The X-Files TV series, The Lone Gunmen TV series, the Millenium TV series, Princess Mononoke and Hell Cab. Although there’s still a fair amount of debate on CF vs. model-based recommendation systems, in my personal opinion, which is always right, model-based recommenders for taste-based products are of limited value and are often not be worth the effort it takes to enter in all the necessary information.

Model-based recommendation can also be used on feature-based, as opposed to taste-based, products. A customer might state that he wants a TV that has a universal remote, is larger than 27” and has s-video inputs. This is the same as case based reasoning, the approach used in this paper. How do CBR and model-based recommendation differ? I’m not sure they do. In practical use, most CBR systems I’ve seen tend to compare products against a specification whereas model-based recommenders (which I’ve only seen used for taste-based items such as movies) compare products against a specific, existing item. 

Another CBR is constraint-based reasoning. This type of CBR is predominantly used for configuring complex products. A model is built of a given product and dependency and constraint rules are created. Consider a construction system that determines the cost of building a room in your basement. The room would be the primary model. It would have, as requirements, walls and at least one door. Once given measurements, the model determines how much sheetrock is to be used to build the walls. The sheetrock would require a certain number of boards for framing and mud, tape and paint for installation. If the room were designated a bedroom, the computer model might require at least one electrical outlet and an egress window and might suggest a cable outlet and wiring for a ceiling light. Constraint-based reasoners are very useful for configuring complex products and can help let a customer know which parts they might need but have not yet purchased. Beyond suggesting necessary parts, though, constraint-based reasoners are not really designed for product selection. Most constraint-based reasoning systems are large, expensive and complicated and are targeted at expert users at manufacturing companies. Simplistic, normally homegrown, solutions have, however, caught on in popularity with Internet computer retailers, where constraint-based reasoning is used to catch configuration problems such as a customer adding five PCI-based products to a computer that only has four PCI slots or choosing an AGP graphics card for a computer that does not have an AGP slot. Some people have tried to use constraint-based reasoners to generate recommendations, but these people are typically idiots and their results are expectedly sub-par.

A simple yet interesting recommendation approach is interactive querying, referred to by Robin Burke, who created the restaurant recommender Entrée (which, after bouncing around the University of Chicago, Northwestern University, University of California at Irvine and Recommender.com, appears to be missing), as a “collaborative and knowledge-based recommendation” system, which he sometimes called FindMe systems. The idea is simple – recommend a restaurant and then give the user seven buttons to press – Less $$, Nicer, Change Cuisine, More Traditional, More Creative, Livelier and Quieter. Pressing a button brings up a new recommendation and the user can once more tweak the criteria. Underneath the covers, Entrée uses collaborative filtering to categorize the restaurants and case based reasoning to find the best matches. When multiple restaurants equally match the search criteria, CF is used to break the tie.

2.B Case Based Reasoning and the PC Shopping Assistant

The PC Shopping Assistant uses The Selection Engine, a general-purpose case based reasoning engine that relies on a dynamic, brute-force, k-nearest neighbor algorithm. The nearest neighbor algorithm decides how similar two items are by, oddly enough, using a variation of the Pythagorean theorem. Conceptually, it plots all the items on a graph and then determines which item is closest to what you’re looking for (for more detail, see Appendix A: 

 REF _Ref535653551 Overview of The Selection Engine). The closer the item, the more similar it is. The most similar item is considered to be the best match. There are other names for this such as sparse matrixes and vector space models (which, to the best of my limited knowledge are pretty much just CBR), but the concept is pretty simple. 

So how is CBR different from your standard, every day SQL statement? First, SQL requires an item to meet each and every specified criterion. Second, SQL doesn’t handle missing data very well. Third, SQL returns a Boolean set – either an item matches or it doesn’t. SQL does not rank the items and state that some are good matches and others are simply OK. Fourth, SQL does not support the concept of weighting (obviously, since it does not rank results).

If SQL could do these things, a SQL statement might look like:


SELECT



rank = 3 points for texture, 2 for spicyness, 1 for the rest



*


FROM



recipes


WHERE



recipe contains a couple of the following 5 criteria {




spicyness around low    AND  (ranges from very_low-very_high)




texture around crunchy  AND  (ranges from very_soft-very_crunchy)




meat = pork             AND




vegetables prefer none  AND  (ranges from 0%-100%)




cooking_time around 20  

}

The result set might contain, in order, sweet and sour chicken (very_low spicyness, crunchy, chicken, 10% vegetables, cooking time 25 minutes, rank = 85% similar), spicy pork (high spicyness, crunchy, pork, 0% vegetables, cooking time 20 minutes, rank = 75% similar) and kung pao chicken (very_high spicyness, soft, chicken, 30% vegetables, cooking time 15 minutes, rank = 35% similar).

Unfortunately, SQL does not do anything close to this. Some pieces can be approximated using ranges (SELECT * FROM items WHERE (cost > 500) AND (cost < 1000)) and like statements (SELECT * FROM customer WHERE (last_name like ‘ande%’)), but only very poorly. CBR and nearest neighbor, luckily, does this pretty well. 

As with all things AI, there are numerous variations of CBR, with most of the modifications made for performance reasons. An obvious example is pre-computing distances offline and then using the cached distance information. Another variation on the nearest neighbor theme is to use cut off criteria to filter out those items that are unlikely to be good matches, saving the system from having to fully compute the distance to those items. 

The Selection Engine trades off performance for flexibility. SE allows users to search by a subset of the criteria. If you don’t want to specify a value for hard drive size or amount of RAM, you don’t have to. Those traits will not be used in similarity computation. This gives the user more flexibility in their search, but to support this flexibility the distance calculations must be dynamic, meaning that they cannot be pre-computed. Assuming it takes longer to perform the calculations than it takes to access cached data (which is normally true, especially when in memory database management systems are used), this obviously slows things down.

There is a lot of debate in the CBR community about automated case adaptation. This is when a CBR system finds the closest matches and then modifies them until they are an exact match. A classic example (which I’m stealing from the Caspian CBR system) is a recipe system that can’t find an exact match for a recipe. Suppose you want sweet and sour pork but the best the system can find is sweet and sour chicken. A set of adaptation rules can tell the system how to convert chicken recipes to pork recipes – swap the ingredients, cook a little longer, turn the heat down a little, remove any tomatoes in the recipe, etc. The big question has been whether CBR researchers should put any effort into adaptation. Why? Because normally someone has to manually write the adaptation rules, and many CBR researchers hate the thought of someone having to do manual work (CBR systems are supposed to be automatic, relatively maintenance-free, learning systems, and with the exception of adaptation rules, they are). Also, it hasn’t exactly been easy to get adaptation rules to work yet. Many systems that propose adapted cases must have those cases reviewed by a human prior to being accepted. This author thinks adaptation rules are neat but should be considered a separate field from CBR. The Selection Engine and the PC Shopping Assistant do not use adaptation rules.

It is my personal opinion that the key to a good CBR system is the design of the user interface. While I have not seen many production CBR-based applications, it is my belief that the most common approach is to give the user a list of all traits and ask them to specify the values for each one. The problem is that users often don’t know what many, if not most, of the traits mean or what realistic values are. 

Another problem is that, in my opinion, that a human must decide which traits to include in a CBR system and they frequently choose the wrong ones. Many traits hint at valuable but are not, in themselves, valuable.

Let’s use shopping for a PC as an example. Customers typically want a computer that is fast. Or a computer capable of doing digital video. Or playing games. They do not want a computer that has a 1.4GHz CPU or 512MB of memory or a 10,000RPM hard drive. They don’t want to know what a gigahertz, megabyte or revolutions per minute is. They just want something that works. Most customers put up with specifying a hard drive size and chip architecture because they have no choice.

There are a few solutions to this problem. One is to use relative values. Rather than asking a customer if they want a 1.4GHz CPU, ask them how fast they want the computer to be. The PC Shopping Assistant asks the user how fast he wants his computer to be on a scale of one to five. That translates into slowest, slow, average, fast and fastest. In my experience, the average customer is comfortable answering whether they want the fastest computer currently for sale or just an average computer. The same customer is less impressed with questions about GHz. It’s worth mentioning that relative values makes system maintenance easier (more about this later).

A second option is to use roll-up attributes. Rather than asking the customer what type of CPU and how much RAM they want, ask them how fast they want the computer to be. PC performance is a factor of many things including CPU clock speed and architecture, amount and access speed of RAM, hard drive seek and throughput rate and a host of other factors. Rather than asking the user to fill in all that information, ask the user how fast he wants the system to be. If the user says Above Average speed (4 in the PC Shopping Assistant), a (most likely hard-coded) formula in the system can convert that single number into specifications for a variety of traits. For example, the system could set CPU to value 4 weight 5, RAM value 3 weight 4 and hard_drive_seek_time to value 3 weight 3.

A third, and more direct, option is to use meaningful numbers. Rather than guessing at which components contribute to system performance, run a benchmark on the system. For PC performance, numerous benchmarks exist including WinMark, Quake2, 3Dmark and GLMark. The downside of this approach is that vendors rarely supply this information, requiring the buyers or their assistants to run the benchmark tests. While undesirable, this is not a crippling amount of data acquisition and entry. The possibility of entering bad data exists, but anyone who has ever worked with wholesalers knows that bad data is already the bane of retail. Certainly not a good situation, but one most companies’ marketing departments are equipped to handle. 

2.C Limitations of Case Based Reasoning

Case based reasoning is good for finding those items most like the specified criteria. This is useful for finding primary items but is not nearly so good at cross selling and recommending accessories as collaborative filtering is. 

Nor is CBR very good at recognizing when other items are required, a task constraint based reasoners excel at. While a CBR system, with the proper design, can be made to tell you that the HDTV you’re buying requires a special receiver and the game you’re buying only works on the Playstation, it takes a fair amount of work and carries a higher than average risk of failure. In this instance, CBR is a square peg in a round hole.

As mentioned before, CBR can be used to make taste-based recommendations. The problem is, it’s hard to get them to make good recommendations. To be fair, I have yet to see a collaborative filtering recommendation system that I’m even modestly impressed with, but I believe that, in the long range, CF has a much better chance of making good recommendations than CBR. The problem with CBR is that a human has to do the design, and it’s because of humans, in my jaded yet highly accurate opinion, that most computer systems fail. Picking the right traits to model is a difficult task, a problem that CF doesn’t have to deal with.

It is worth mentioning one interesting experiment. Graduate students at the University of California at Berkeley have built a music jukebox named the Ninja Jukebox (http://www.cs.berkeley.edu/~mdw/proj/jukebox/). It contains a CBR-based search engine. You tell it the name of a song you like and it finds similar sounding songs. The CBR piece is fairly standard – it’s a simple brute force nearest neighbor search with some pre-search pruning done for performance reasons. What differentiates the Ninja Jukebox search engine from other CBR systems is the choice of traits. Each song has 1,024 features. The features represent musical concepts such as rhythm and tempo. When a song is added to the jukebox, a custom-written signal analyzer analyzes the song for musical information and writes the data to a profile record. The search is done against these profiles. The authors report good success with jazz and classical music, less so with other types.

3 The PC Shopping Assistant Application

3.A Screen Flow

[image: image1.png]



Screen flow

This would have been a fairly long section in which I showed you the role-based user interface with customized interfaces for novice users, knowledgeable users and power users as well as usage-oriented searches with usage blending (multiple profile matching), feature-oriented searches, quick hit searches and interactive tweaking of results. Unfortunately, many of these designs refused to jump off my copious pages of drawings and implement themselves. Lazy designs.

So what we have is two very lonely screens. On the Advanced Query screen, the user describes the perfect computer. The Results screen shows the results.

The Main Menu is a simple group of buttons allowing the user to decide which screen to run, assuming that more choices actually existed. This screen, in its current form, would not exist in a production application.

The Batch screen loads the data from data.txt and then executes the query in query.txt. The screen has five tabs. The first tab shows the data that was loaded. The second tab shows the query that was executed. The third tab shows the ranges (max, min and intermediate values, rounded to the nearest 10% mark) for each value. The fourth tab is a general display tab. Currently, the system displays the results of running the data through the filter engine. The fifth tab shows the results. The Batch screen is meant to be used as a debugging and educational aid.

Details as to the function of each screen are given in 3.B Screen Captures.

3.B Screen Captures

3.B.1 Start Up Screen
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The start up screen

This is the start up screen. Not much to discuss here except that this would have led to the Settings screen, which would have let you set the file names for the data and query files, let you determine whether the query screen showed the max and min values and various other settings. This was not implemented due to time considerations and because a Settings window, while nice, was not central to the purpose of this project.

3.B.2 Query Screen
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Query screen

The Query screen is the most important screen in this application. Although it looks fairly conventional, this screen went through nearly a dozen designs in an attempt to be as powerful yet easy to understand as possible.

Each trait (manufacturer, processor speed, price, etc.) is in its own panel. For each trait, the user can specify preference criteria (Prefer) and filter criteria (Require). All preference criteria is of the form Value/Weight. For numeric data, the values are chosen by choosing a value from one to five, which represents lowest (1), low, average, high and highest (5). The values under these radio buttons either say “Low” and “High” or give the actual minimum and maximum values, depending on a switch set in the code (see figures Query screen above and Query screen – no breakpoints below). 

It is worth pointing out that the min and max values are always accurate and up to date. The system determines these values by reading the data. They are not hard coded in the code or in any settings file. Data can be added or removed and the meaning of lowest, average and largest will adjust them selves. This was done to ease system maintenance.

The weight (Importance) is set in a similar manner. The user is asked, on a scale of one (Low) to five (High), to rate how important this trait is to him. A trait of low importance still affects rankings. To prevent a trait from having any impact, the Prefer checkbox should be unselected.

The filter (Require) criteria act like a traditional SQL statement. Items must match this criteria in order to be included in the rankings. Filters for numeric data are made up of operators and values. The operators are the standard SQL and expression operators - =, !=, >, >=, < and =<. 

The values to filter on are selected from a drop down box. This shows the user what values are currently valid. Currently, this piece is a bit bizarre as the values listed are from the breakpoint computations. The breakpoint computations take each value between the minimum and maximum values present and rounds them to the nearest 10% marker. As an example, if the min and max values were 0 and 100, the values 8 and 12 would be rounded to 10. This limits the number of items in the list to 11 (0%-100%), which is useful in preventing the list from growing too large. Approximate values are also appropriate for operators such as > and <. Unfortunately, they aren’t good for = relationships as the rounded values might not exist in the data set. Further, users who know what the data should look like will complain when seeing that 112 and 130 are valid values for the amount of RAM in a personal computer (they aren’t). In my personal opinion, the current design for filter values is pretty poor and should be replaced, although I’m not exactly sure how.

Since filter criteria are absolute, there is no weighting. 

The query screen also handles string and Boolean values. Both string and Boolean preferred values are listed in drop down list boxes, although the Booleans could just as easily be represented as radio buttons or check boxes. The list box was used because I felt the screen already had to darn many radio buttons and check boxes. As expected, the string values to display are determined dynamically by the system.

The filter criteria for string data is the same as for numeric data except that the only listed operators are = and !=.

The filter criteria for Boolean data is interesting, at least in the fact that it was redesigned and implemented several times. The only control on the filter line is the Require check box. If checked, the filter value (true or false) is read from the preference line. This was done to prevent the user from preferring one value and requiring the opposite. It was also influenced by the author’s desire to have as few controls on the screen as possible (there are plenty as it is). This probably isn’t the optimal design. There should never be a need to have both a preference and requirement criterion for a Boolean value – after filtering, all remaining data will have the preferred value, making it a meaningless selection criterion. 

This screen is a pretty cluttered, data-packed screen, which I’m not happy with. The consolations are that this was meant to be a power user screen and that this screen is less busy than the product ordering Web pages for Dell, Gateway and Micron (a substantial amount of time was spent gathering and analyzing the Web pages of these companies to identify design ideas, both good and bad).

This screen was intended to be the second most flexible/powerful screen. The most powerful screen allowed, on paper, for the user to add criteria and operators rather than modifying a pre-filled form. The current query screen has some limitations that the expert screen hoped to resolve. 

First, the current query screen, unlike the batch process, does not allow negative preference criteria. For example, while you can say that you prefer machines made by Micron, the query screen does not allow you to say that you prefer to avoid Dells. The query screen could be modified to handle this by adding an operator list box/check box to the string preference line, but this was not done because I felt it substantially complicated the screen while providing functionality that was only infrequently needed. 


Second, the query screen does not allow you to set multiple criteria for a single trait. The only preference-based example I can think of where this would be useful is to say that you prefer to avoid Dells, HPs and Compaqs. In other words, it is useful for soft filtering out data. For hard filters, single trait / multiple criterion is useful for defining ranges, for example, price greater than $500 and less than $2,000. This query screen does not support it in part of user interface complications but mostly because The Selection Engine does not support this functionality.

A third thing you can’t do is set a per-criterion weight (applicable only to multiple criteria / single trait situations). For example, you cannot say that you mildly dislike HP but strongly dislike Dells. Again, this is functionality that The Selection Engine does not support. 
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Query screen – no breakpoints

3.B.3 Results Screen
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Results screen

This screen should be self-explanatory. The results of the product search are displayed here. Currently, all traits are displayed. Data is stretched or squished to fit on the screen – there are no horizontal scroll bars. While The Selection Engine supports k-nearest neighbor retrieval, this screen currently shows rankings for all items that were not filtered out. 

A close observer will notice a bug in the above screen shot. Item 10 has a –5% similarity. This is, of course, impossible. This bug does not show up in the batch runs and has not been identified and corrected in the graphical version as of the time of this writing (1.14.02). 

In a production application, it is expected that a user would select one of these items and be able to view additional data about the item or add it to their shopping cart. This functionality was left out because of time considerations and because it was not central to the purpose of this project.

3.C Graphical Batch Viewer

The Batch window is used for understanding and debugging the selection process. When the Start button is pushed, the system loads data from data.txt and a query from query.txt and then processes the query.

The data file defines both the data and meta-data. The meta-data defines the name and data type of each trait. Any number of traits (strong, Boolean, float and integer) can be added and any trait name is legal so long as it unique. The data file makes no assumption about the domain. While these screen shots show the retail PC data used for this application, it could just as easily be recipes, cars or cell phones.

The Batch window is driven completely by the input data files. This means that it, too, is domain independent.

All screens in the batch viewer are read only.
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Batch screen – data tab

The Data tab shows what data was loaded. This data comes from the Items collection, not the data file. The collection, rather than the file, is displayed to verify that the data was properly loaded into the system.
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Batch screen – query

The Query tab shows what criterion will be used to perform the search. As with the data tab, this data is taken from the actual criteria objects rather than from the query text file.
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Batch screen – data breakdown

The Data Breakdown screen shows the spread of values for each trait. For Boolean values, the data breakdown is simple. In the example above, CD-RW has only two values, true and false. In the loaded data set, 60% of the items have a CD-RW and 40% do not.

The numeric examples are a bit more complicated. For cost, the smallest value is 500 and the largest value is 3,500. Since these values are used to determine distance in the CBR engine, they are plotted on a scale from 0 to 100 where 0 is the smallest value and 100 is the largest. We are, in essence, normalizing the data. To make analysis for a human (well, me anyway) easier, the data is divided into 11 groups, the breakpoints. All values are placed into one of these 11 groups by determining their exact position and then rounding to the nearest breakpoint (all of which here are at 10% boundaries; the number and placement of breakpoints is controlled by constants in the code). 

Why group the values? First, to make them fit on the screen. Second, because it makes it easier to see the distribution and clumping of values. For cost, the data breakdown shows that 50% of the systems are near the median price (although none are that price exactly). 30% of the systems have the lowest possible price. There are no systems between the lowest price and the average price. This information should help the developer recognize that if the user asks for a low cost PC (in the query screen, by selecting two on the scale of one to five, which translates to a percentile value of 25%), he will most likely end up with a system with an average price. The query will return the same value as if he had asked for an average priced computer (in the query screen, a value of three corresponding to a percentile value of 50%) and will produce results similar to if he had asked for an expensive computer (in the query screen, a value of four which corresponds to a percentile value of 75%).

The purpose of this screen is to give the developer a quick and easy way to guesstimate what a query should return without having to always work the nearest neighbor calculations out manually (a non-fun process, I can assure you).
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Batch screen – work area

The Work Area tab displays all the information that didn’t fit anywhere else. Currently, this means displaying the names of the traits and the results of the filter step.
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Batch screen – results

The Results tab is identical to the results screen returned by the interactive query screen. All traits are displayed and all items are sorted in rank order.

4 Application Limitations

4.A Performance

Given that the goal of this project was to investigate the functionality of case based reasoning, almost no effort was made to performance tune the code. No caching is done. There are several places in the code where data is loaded from disk multiple times in a row. Several full-scan loops are embedded inside other full-scan loops resulting in O(n2) or worse performance. Some of the collections are cloned (a deep copy) unnecessarily. In short, the code is a mess. Having spent an inordinate amount of my career performance tuning complex applications, I believe I am qualified to recognize poorly tuned code, and this code is among the worst I’ve seen.

It is worth mentioning that this code was written in Java using Java’s Swing windowing library. Java is fairly slow while Swing is just a slovenly pig. If I were to build this as a production application, I would most likely have used JSP. Having developed applications using the JRun, Tomcat and WebLogic application servers on modestly configured machines, I firmly believe that a JSP version would be substantially faster than the Swing windows used here. The code was written in such a way as to make porting to JSP simple. The application is stateless, there are no risks of racing conditions or concurrency issues, the query screen uses controls (list box, radio buttons, etc.) available in most windowing libraries and many of the screens (most notably the results screens) were developed in HTML. The application was not developed in JSP because it was my intent to distribute it to the widest audience possible and not everyone has a JSP-capable application server installed or available.

4.B Code Quality

The code suffered from numerous rewrites of the hacker variety. While an actual object model and screen mock-ups were developed before the code was written, the code still shows the effects of numerous, rapid changes. Much of the code looks like it was created out of bandages and duct tape. The interfaces vary from class to class (not all classes ended up supporting Comparable or implementing clone, and key generation, internal data structures and iterators varied slightly between classes). The UI was rewritten repeatedly to accommodate custom-developed UI objects and helper classes. Some of the methods are dozens of lines long. And method-level documentation is sparse (although documentation for important code decisions is fairly complete).

4.C Dynamic User Interface Support

I’m rather proud of how dynamic, flexible and configurable the system is. One goal, dreamt up mid-project, was to be able to dynamically generate the entire interface. Much of the infrastructure to do this is in place, but it was not fully completed. 

The PC Shopping Assistant application contains a class named TraitPanel. This is a graphical (Swing) container that understands traits and search criteria, displaying the appropriate controls for the trait’s data type and able to tell the underlying program what values were set by the user. In theory, you could read in the meta-data from the data file and dynamically generate a TraitPanel for each item. While this should work, it has not yet been tried.

There are several items that must be completed before the interface is fully dynamic. First, the existing code hard codes the traits to display (the TraitPanel class, luckily, can be setup within the IDE’s GUI builder). 

Second, the display configuration functionality was not completed. This was to be another file (display.txt) that controlled which traits to show, the labels to display for numeric values (the text above and below the value radio buttons) and numeric formatting (in the form of C-style sprintf format strings).

Third, any decent dynamic UI system should support user-supplied layout templates, which this application does not.

Finally, a bug was discovered late in the testing process in which numeric values formatted for display could not be used accurately in selection criteria (specifically, they can result in a NumberFormatException). The current version of this application has temporarily removed the number formatting for this reason. Not a show stopper, but it is annoying.

Appendix A:  Overview of The Selection Engine

The following is an article explaining The Selection Engine, the CBR engine that the PC Shopping Assistant uses. It was originally to be published in the January 2002 issue of the Java Report but the magazine was cancelled before the article could be published. It is included here as background for the PC Shopping Assistant. 


What is Case Based Reasoning?

A human walks into a car dealership and tells the salesman about his perfect car. It would be red, have four doors, a large trunk, 300 horsepower, side airbags, four wheel drive and would cost $20,000. Knowing his perfect car probably doesn't exist, he asks the dealer to show him the car that is closest to what he described. It doesn't have to be an exact match, it just has to be close.

If the customer had asked to see all cars that had more than 275 horsepower and cost less than $22,000, we could have told him that with a simple SQL statement. Had we found no cars, we'd have asked him to change his search criteria. Had we found a dozen cars, we would have handed him the list, perhaps sorted by price or horsepower, and asked him to find the one he likes best. But, being a typical human, he didn't ask for a set of acceptable items, he asked for our "best" item, our closest match. And how we'd do that in SQL isn't exactly obvious.

There's a field of artificial intelligence that talks about the best match rather than exact matches. It's called case based reasoning, a field that wants to build expert systems that reason by memory rather than rules. As an example, suppose we wanted to examine a patient's blood for diseases. In a typical expert system, the data is run through a set of rules and a diagnosis is made. In a CBR expert system, the system searches its memory (the case base) to see if it's seen this situation before. If it finds a similar situation, it uses that situation's diagnosis. Many argue that human thought, from diagnosing blood to playing chess to driving a car, is based more on recognizing patterns than on memorizing rules. If true, CBR seems more human-like than rule-based systems. But that (and other CBR issues such as adaptation rules) is for the AI people to worry about. This article isn't about expert systems or cognitive modeling. It's about writing a search engine that returns best matches rather than exact matches, so that's the part of CBR we're going to talk about here.

When To Use Similarity-Based Matching

Suppose we wanted to find all items that matched at least seven of ten criteria. With similarity-based matching, we can find items that match most of our search criteria but not all of it. Suppose some of our  data is incomplete - some of the fields we use in our search criteria were left blank. With similarity-based matching, we can find items even when data is missing. What if we wanted to see all items that were around a certain price? With similarity-based matching, we can find items that are close to what we want without having to specify a hard cut off. What if we wanted to sort our items by a combination of attributes rather than on a column by column basis? Similarity-based matching makes it easy to rank items. And suppose certain attributes are more important than others. With similarity-based matching, we can assign weights to each attribute, allowing some data attributes to be more important than others.

I'm sure you can think of plenty of examples of where this would and would not be useful. You obviously wouldn't use similarity-based matching if you knew exactly what you were looking for and had that item's "key" - a part's part number, a person's social security number, an order's order number, etc. Similarity-based matching is meant to be used when you don't know what options you have or when you want to have your items ranked.

So when would you use similarity-based searching? If we were searching for a plane flight, we could ask to see all flights that left around 10:00 on Friday, cost around $500 (the cheaper the better) and, if possible, had no layovers. If we wanted a restaurant recommendation, we could ask what the best restaurant would be if we wanted a medium priced restaurant, someplace that got good reviews, French and Italian are good, you’re not in the mood for Mexican but Chinese or Thai would be the great. When it's time for a movie, you can say that you're in the mood for a suspense or action movie, maybe something directed by John Woo or Robert Rodriguez, movies with the CIA or some other spy agency would be nice and perhaps starring Bruce Willis, Chow Yun Fat or Jet Li.

Real world systems have used case based reasoning to help lawyers find cases, TV viewers find interesting TV shows, customers find the perfect computer, help desk workers find answers (by far the most common application), technicians configure X-ray machines, credit card companies find good credit risks, auditors find fraud, mechanics maintain aircraft and music lovers find songs.

Which leads us to a short aside - as with SQL, you can only search on those fields that you define. Often, the trick to a good search or expert system is in the feature extraction, not the search algorithm. A good example is the University of California at Berkeley's Ninja Jukebox (http://www.cs.berkeley.edu/~mdw/proj/jukebox/). Several graduate students built a search engine that allows you to find songs that sound similar to a specified song. The search part of the problem (a brute force k-nearest neighbor algorithm, which we'll talk about in a minute) was simple. The tricky part was in figuring out how to describe a song so that you could search on it. The group wrote a series of automated feature extractors that take an MP3 and convert it to 1,248 feature dimensions such as frequency, amplitude and tempo. That's pretty important since, obviously, the search is only as good as the database description of each song, along with the proper weighting of each attribute. CBR doesn't solve the feature extraction problem nor does it by itself solve the weighting issue - you're still responsible for those parts. If you want to create a great search engine, start with good data. As they say, garbage in, garbage out.

The Nearest Neighbor Algorithm

OK, time for the big words. The class of selection algorithms used by most CBR products is called nearest neighbor. Consider an item that has two attributes, price and performance. If you felt like it, you could plot all the items on graph paper. On the bottom (x-axis) might be price, say from 1-10 to make it easy, while the side (y-axis) would have performance numbers (again, for simplicity, let's make the range 1-10). You want to find the item that has the highest performance (10) and lowest cost (1). On the graph, what you're searching for would be plotted at (1, 10).

So far so good. Unfortunately, no system has a price of 1 and a performance of 10. What you do have are items like item A with a price of 4 and performance of 4. On a graph, we'd plot that, obviously, at (4,4). We also have items B at (7,7), C at (10,9) and D at (1,6). If we plotted them on the chart, it might look like Figure 1.
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Figure 1

We want to find the item that is closest to our ideal item at (1,10). So, which item is closest to what we're looking for? If you look at the graph, D probably looks the closest. Which is easy for us to say - we have eyes. But how does the computer know which is closest?

Although I am a rabid math-phobe, it's time to venture into the murky waters of math by remembering high school geometry and the infamous Pythagorean Theorem. Remember that one? It says that a2 + b2 = c2. It's used to calculate the length of the longest side of a right triangle. So let's take item A. Draw an imaginary triangle with the hypotenuse (the diagonal side) from Target to A. We draw a straight line down from Target and left from A. Where they intersect, (1,4), is the right angle portion of our triangle. So now we have a right triangle with the points (1,10), (4,4) and (1,4). Using some pretty simple math, we know that the length of side A (the vertical side) of our triangle is 6 (i.e., 10-4) while side B (the horizontal side) is 3 (i.e., 4-1). Side C is the diagonal line between Target and A. Using the Pythagorean Theorem, the length of side C is:

a = 10-4 = 6

b = 4-1 = 3

a2 + b2 = c2
62 + 32 = c2
36 + 9 = c2
c2 = 45

c = 6.71

Technically, we get the same answer if we skip the phantom third point (1,4) and just subtract the two remaining points, which means (10,1)  - (4,4). The calculations look like:

a = 10-4 = 6

b = 1-4 = -3

a2 + b2 = c2
62 + -32 = c2
36 + 9 = c2
c2 = 45

c = 6.71

So now we know that item A has a distance of 6.71. If we run the other items through the same process, we get B's distance as 6.71, C's distance is 9.06 and D's distance is 4. Since D has the shortest distance, it is the most similar and thus our top choice.

What does a distance of 4 mean? Nothing by itself - the range of numbers (the maximum distance) changes with each problem. So how do we convert it to a percentage? First, figure out the maximum distance. With ranges of 1-10 for performance and 1-10 for price, the maximum distance is from (10,10) to (1,1). Again using the Pythagorean Theorem, we come up with a distance of 12.73. So how similar is item D and our target item? The amount of difference is (4/12.73) which is 0.31 and since similarity is just one minus that (1-0.31), the degree of similarity is 0.69, or 69%. A's similarity is 47%, B is also 47% and C is 29% similar.

OK, that was an easy example. With only two attributes, we could use the Pythagorean Theorem just as we remember it from our early school days. What happens when an item has numerous attributes?

Short answer - rather than use a triangle with two lengths, A and B, use some multi-sided object with however many sides you need. Or, using our more simple way, we skip the whole diagramming thing and just subtract all our points from one another. Say, for example, that our items have price, performance, reliability and size, again using the simple 1-10 ranges. We want to find an item of price 1, performance 10, reliability 10 and size 1, which as a graph point would be (1,10,10,1). Item A might be (4,4,4,4), B might be (7,7,2,8), C might be (10,9,6,10) and D might be (1,6,8,3). We aren't going to show a graph here since I'm not very good at drawing four-dimensional objects.

What is the distance of A from what we're looking for? Running through the calculations, we get:

(1,10,10,1) - (4,4,4,4) = -3, 6, 6, -3

a2 + b2 + c2 + d2 = e2
-32 + 62 + 62 + -32= e2
9 + 36 + 36 + 9 = e2
e2 = 90

e = 9.49

Since a quick calculations shows that the maximum distance is now 18, we know that item A is 47% similar to what we're looking for. 

Now let's talk about our last little algorithm bit - weighting. Suppose that, in the above example, performance is more important than price. We can invent a scale of one to five, where five means really important. Let's say we weight performance highest (weight=5), price high (weight=4), reliability low (weight=2) and size lowest (weight=1). To use these values, multiply the initial numbers, which for our perfect item was (1,10,10,1), by their weights, which here is (5,4,2,1). That's it. Using really simple multiplication, we end up with a new, weighted scale where our perfect item is located at (5,40,20,1) and item A moves from it's previous (4,4,4,4) to the new weighted position of (20,16,8,4). To see how near a neighbor item A is now, let's compute the distance:

Target position = (1,10,10,1) * (5,4,2,1) = (5,40,20,1)

Item A position = (4,4,4,4) * (5,4,2,1) = (20,16,8,4)

(5,40,20,1) - (20,16,8,4) = -15, 24, 12, -3

a2 + b2 + c2 + d2 = e2
-152 + 242 + 122 + -32= e2
225 + 576 + 144 + 9 = e2
e2 = 954

e = 30.89

We calculate the maximum distance as before, this time using weights. It looks like:

Max value = (10,10,10,10) * (5,4,2,1) = (50,40,20,10)

Min Value = (1,1,1,1) * (5,4,2,1) = (5,4,2,1)

(50,40,20,10) - (5,4,2,1) = 45, 36, 18, 9

a2 + b2 + c2 + d2 = e2
452 + 362 + 182 + 92 = e2
2025 + 1296 + 324 + 81 = e2
e2 = 3726

e = 61.04

That means that the similarity of item A to our target item is (1-(30.89/61.04)) = 49%. As a note, things haven't changed much - A was a 47% match in our two-attribute example, 47% match in our four-attribute example and now a 49% match in our weighted four-attribute example. 

Enough with all the addition and multiplication. Let's take a slight detour and talk about nearest neighbor terminology. 

If, on every request, you manually compute the distances and return the best match, that's a brute force nearest neighbor search. A k-nearest neighbor search returns the k closest items, meaning that if you ask for the top five matches, you get the top five matches (k=5). The whole brute force thing is pretty simple to understand and implement, but you are doing a fair number of calculations on each call. I believe that many, if not most, CBR researchers are spending their time in performance tuning. The most common, as well as obvious, approach is to pre-calculate all of the distances and cache those in memory. This approach trades flexibility for performance. Why does this limit our flexibility? The pre-calculation routine normally assumes that all attributes should be used in computing distance and that all attributes carry the same weight. You could tell the pre-calculation routine to use a pre-defined subset of attributes and define weights for each field, but those decisions are frozen at the time the similarity relationships are pre-calculated. In other words, you can't change the attributes and weightings on the fly. That's perfectly OK for some applications and a problem for others. In this article, I want to show you how to build a user-driven search engine, and since the user is in control of the attributes and weightings, we're going to skip building a pre-calculation routine and do everything dynamically.

Implementing CBR

Before we start looking at code, I want to talk a little bit about an open source project named The Selection Engine. 

Once upon a time, I needed a CBR tool to help with a couple of applications I was responsible for. Unfortunately, I couldn't find a freeware or shareware tool I liked and couldn't easily get my hands on a demo of a commercial product. After a little research, I realized that CBR wasn't all that complex and that I could write a tool to do what I needed pretty quickly. Two weeks later, I had everything I needed. For me, that meant an engine that could do standard data filtering (ala SQL), compute similarity, compute percent similarity, handle weightings, sort data by percent similarity, handle searches on subsets of attributes, be generic enough to deal with any arbitrary data sent to it, was easily integrated into larger applications, worked with java and was stateless. And since I knew from the beginning that I wanted to share this code with others, I wanted the engine to work with whatever environment other people had, which led me to create generic data loading and display managers. By default, The Selection Engine reads the data, meta-data and search query from text files and sends the output to stdout, which should make it usable by anyone. It's expected that the person using the engine will replace those pieces, perhaps replacing the text file loader with something that reads from an Oracle database or VSAM file and perhaps replacing the display manager with something that generates HTML or perhaps creates a GUI using Swing. I leave the customization of the I/O to the reader.

The implementation of a CBR system I'm going to talk about here comes from The Selection Engine. However, this article is about CBR, so I'm not going to spend a lot of time here talking about the parts of The Selection Engine that aren't nearest neighbor related. That includes the filter engine, the file parsing routines, the stdout-oriented display manager and the engine's object model. If you're interested in knowing more about those pieces, or if you want to help improve the tool, feel free to visit the engine's Web page at http://selectionengine.sourceforge.net. 

OK, with that out of the way, let's talk about the basic pieces of our CBR engine. The most obvious part, of course, is the java class named SimilarityEngine, which, as you probably guessed, computes the similarity of a collection of items to a specified target.

SimilarityEngine relies on a handful of objects, seen in Figure 2. The call to SimilarityEngine's main method, computeSimilarity(), takes the objects Items, SimilarityCriteria and SimilarityWeights. Each Item has a collection of Traits while the Items collection has a link to the meta-data collection TraitDescriptors.
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Figure 2

Items is a collection of Item objects. It's pretty much a standard collection. An Item is generic and represents anything you want to be able to search for - a product, a song, an image, a decision, a customer, etc. Since Item is supposed to be able to represent any type of item, its attributes are defined at run time rather than compile time. Specifically, Item contains a Traits collection which, obviously, contains several Trait objects. A Trait object is basically just a name/value pair. A separate object, TraitDescriptors, plays the meta-data role. It is a collection of TraitDescriptor objects. There is one TraitDescriptor for each trait an Item object will have. A TraitDescriptor, like the Trait class, is basically just a name/value pair. In this case, value is the data type of the attribute. The Selection Engine recognizes integers, floating point numbers, strings and booleans.

It's worth noting here that all of the items in the previous paragraph (Items, Item, Traits, Trait, TraitDescriptors, TraitDescriptor) exist in The Selection Engine to help make the engine generic and reusable. In your particular application, where you know at compile time what classes, attributes and attribute data types you will have, you'll probably replace Item with the specific class you want to use. Doing so should have minimal impact on how the engine functions, so the rest of this article should still be helpful.

So that covers the Items, the first of three arguments we pass to SimilarityEngine's computeSimilarity() method. The collection should contain every item that we want to compute similarity on. In The Selection Engine, the items are first run through an object called FilterEngine, which filters out items we know we don't care about. As an example, if the user doesn't want to see any items that cost more than $100, the FilterEngine can get rid of those choices before they are passed to the SimilarityEngine. In practice, most people will probably use SQL to filter out obviously unsuitable items before they are scored by the SimilarityEngine.

The other two arguments passed to computeSimilarity() are SimilarityCriteria and SimilarityWeights. SimilarityCriteria is a collection of SimilarityCriterion objects. A SimilarityCriterion object describes a simple relationship made up of an attribute, an operator and a value. The Selection Engine recognizes three operators. ~ means "around", % means "prefer" and !% means "try to avoid". The first is used with numbers, the latter two with strings and booleans. The distinction is that numbers have a degree of similarity while strings and booleans in The Selection Engine either match or don't. Let's do a few quick examples. For the similarity criterion "spiciness ~ 10", the value 7 might be a 70% match. For the similarity criterion "taste % 'spicy'", a value of sweet would be a 0% match. While The Selection Engine is case insensitive, it does not currently do degree of similarity calculations on strings or use similarity-oriented matching algorithms such as Soundex, metaphone or Levenshtein.

At this point, some of you might be asking what the difference is between "taste % 'spicy'" and "taste = 'spicy'". In The Selection Engine, % is used by the SimilarityEngine while = is used by the FilterEngine. If an item fails the "taste = 'spicy'" criterion, it is rejected and will not be passed to the SimilarityEngine. If an item fails the "taste % 'spicy'" criterion, it lowers the degree of similarity but does not prevent the item from receiving a similarity score. The applies to both strings and booleans.

For numeric fields, the SimilarityEngine recognizes two special values, [MAX_VAL] and [MIN_VAL] (again, case is unimportant). Both are, obviously, relative values rather than absolute values. You can do CBR without using relative values, but relative values makes CBR maintenance easier. The SimilarityEngine translates relative numbers into absolute by first looping through every item passed to it so it can determine the max and min values for each of the item's attributes.

The third object passed to computeSimilarity() is SimilarityWeights, which is a collection of SimilarityWeight objects. SimilarityWeight is yet another name/value pair, where name is the name of an attribute and value is its weight. Weight can be any integer value. The weights are not percentages and do not need to add up to 1 or 100. By default, all attributes have a weight of 1. Remember that weights only affect similarity operators (~, %, !%), not filter operators (=, !=, <, >, <=, >=).

To review, let's look at a sample query. We visit an Internet retailer to buy a computer. We like Alienware computers but would rather not buy an HP and absolutely will not buy a Dell. The price should be low, and we absolutely cannot spend more than $1,000. We really, really want a fast computer and a big hard drive. And a DVD player would be nice. How would we write that as a selection criteria? Using The Selection Engine's query format, which is pipe delimited and uses c and w to signify constraints and weights, the query might look something like this:

c | Vendor | %  | Alienware

c | Vendor | !% | HP

c | Vendor | != | Dell

w | Vendor | 1

c | Price  | ~  | [MIN_VAL]

c | Price  | <= | 1000

w | Price  | 1

c | HD     | ~ | [MAX_VAL]

w | HD     | 4

c | DVD    | % | TRUE

w | DVD    | 1

c | cpu_benchmark | ~ | [MAX_VAL]

w | cpu_benchmark | 5

Note that, to search for fast computers, we search against a benchmark score (cpu_benchmark) rather than a CPU name (ex. - Intel PIII 800) or Megahertz rating (ex. - 800). That's because a benchmark might accurately represent system performance while the name of the CPU or Mhz rating most likely will not. While this has nothing to do with the technical aspects of the nearest neighbor algorithm, I mention it here because, as has already been mentioned, garbage in, garbage out. In my experience, poor design (i.e., database and object modeling problems) is responsible for far more problems than technological issues.

So we know we pass Items, SimilarityCriteria and SimilarityWeights into the computeSimilarity() method. Let's talk about how the computeSimilarity() method works. A pseudo code representation is shown in Listing One. The source code for computeSimilarity() is shown in Listing Two.

First, we need some information on our data set. Read through each item and determine the max and min values for each numeric attribute. We also need the range for each attribute, but we can get that by subtracting the smallest value from the largest. The code is shown in Listing Three.

Next we need to turn our similarity query into something (a series of points) which we could, in theory, plot on a graph. We do that by normalizing each numeric value in the search criteria. Normalizing means that we want to express the value as a percentage (0 to 1) of the possible values. We do that by subtracting the minimum value possible (which we found when we calculated our data set statistics back in step one) and then dividing it by the range of possible values (i.e., the maximum value minus the minimum value). As an example, if our target price was $2,000 and the prices ranged from $1,000 to $3,000, the normalized value of our target price would be 0.5 - (2,000 - 1,000) / (3,000 - 2,000). After we get the normalized value, we convert it to a weighted value by multiplying each normalized value by the weight for that attribute. The code for this is in Listing Four.

Next we calculate the maximum distance possible for any item. We'll need this number to calculate percent similarity later. We know that the normalized value of the maximum value is always one, so the weighted values are just the weights. We convert these points to a distance by squaring each point, summing them and then taking the square root, just like the good old Pythagorean Theorem. The code is shown in Listing Five.

That completes our prep work. Now it's time to rate each item. As with our search criteria, we start by normalizing and weighting the numeric values. The source for this is in Listing Six. We then compute the distance by subtracting each of the item's attributes from the target values (which gives us a delta), squaring the deltas, summing them and then taking the square root of the sum. Dividing the distance by the maximum distance gives us the percent difference, and subtracting that from one gives us the percent similarity. The code to do this is showing in Listing Seven.

Listing One

Gather data set statistics (max and min values)

Create normalized values for what we're searching for (the "perfect" item) by:

For each search/similarity criterion

normalized_value = (value - min) / (max - min)

weighted_value = normalized_value * weight

Determine the max distance by:

For each search/similarity criterion

sum += (weight*weight)

distance = sqrt(sum)

For each item

Score the item for each search criterion by:

For each search/similarity criterion

normalized_value = (value - min) / (max - min)

weighted_value = normalized_value * weight

Compute distance by:

For each score

delta = target.criterion.weighted - item.criterion.weighted

sum += (delta*delta)

distance = sqrt(sum)

percent_similarity = 1 - (distance/max distance)

Rank items by sorting on percent_similarity

Listing Two

public SimilarItems computeSimilarity( Items items, 






      SimilarityCriteria criteria,






      SimilarityWeights weights ) {


DataSetStatistics statistics = new DataSetStatistics( items );


SimilarityCriterionScores targetValues = 



getTargetValues( items.getTraitDescriptors(), 





    criteria, weights, statistics );


float maxDistance = getMaxDistance( criteria, weights );


SimilarItems similarItems = new SimilarItems();


Iterator itemList = items.iterator();


while (itemList.hasNext()) {



Item item = (Item) itemList.next();



SimilarityDescription descriptor = new SimilarityDescription();



descriptor.setItem( item );



SimilarityCriterionScores itemValues = 




normalizeValues( item, criteria, weights, statistics );



float distance = computeDistance( targetValues, itemValues );



float percentDifference = (distance / maxDistance);



float percentSimilarity = (1 - percentDifference);



descriptor.setPercentSimilarity( percentSimilarity );



similarItems.add( descriptor );


}


similarItems.rankItems();


return similarItems;

}

Listing Three

private void buildStatistics( Items items ) {


Iterator itemList = items.iterator();


while (itemList.hasNext()) {



Item item = (Item) itemList.next();



measureItemTraits( item );


}

}


private void measureItemTraits( Item item ) {


Iterator traitList = item.iterator();


while (traitList.hasNext()) {



Trait trait = (Trait) traitList.next();



String traitName = trait.getName();



int dataType = item.getTraitDataType( traitName );



if ( (dataType == TraitDescriptor.TYPE_FLOAT  ) ||



     (dataType == TraitDescriptor.TYPE_INTEGER) ) {




TraitStatistics traitStats = this.get( traitName );




float value = trait.getValue().toFloat();




traitStats.addExample( value );



}


}

}

Listing Four

private SimilarityCriterionScores getTargetValues(




TraitDescriptors traitDescriptors,




SimilarityCriteria criteria,




SimilarityWeights weights,




DataSetStatistics statistics ) {


SimilarityCriterionScores normalizedValues = new SimilarityCriterionScores();


Iterator criteriaList = criteria.iterator();


while (criteriaList.hasNext()) {



SimilarityCriterion criterion = (SimilarityCriterion) criteriaList.next();



String criterionID   = criterion.getID();



String traitName     = criterion.getFieldName();



int    traitDataType = traitDescriptors.getDataType( traitName );



SimilarityCriterionScore score 






 = new SimilarityCriterionScore( criterionID );



normalizedValues.add( score );



float position = 0;



if ( (traitDataType != TraitDescriptor.TYPE_FLOAT  ) &&



     (traitDataType != TraitDescriptor.TYPE_INTEGER) ) 



{




switch( criterion.getOperator() ) {





case SimilarityCriterion.OPERATOR_SIMILAR:






position = 1;






break;





case SimilarityCriterion.OPERATOR_NOT_SIMILAR:






position = 0;






break;





default:






position = 0;






break;




}



} 



else 



{




TraitStatistics stats = statistics.get( traitName );




float max   = stats.getMaximumValue();




float min   = stats.getMinimumValue();




float range = stats.getRange();




TraitValue traitValue = criterion.getValue( );




float value = 0;




if (traitValue.toString().equals( MAX_VAL_INDICATOR )) {





value = max;




} else if (traitValue.toString().equals( MIN_VAL_INDICATOR )) {





value = min;




} else {





value = traitValue.toFloat();




}




position = (value - min) / range;



}






score.setNormalizedValue( position );



float weight        = weights.get( traitName );



float weightedValue = (position * weight);



score.setWeightedValue( weightedValue );


}


return normalizedValues;

}

Listing Five

private float getMaxDistance( SimilarityCriteria criteria,





   SimilarityWeights weights ) {




float sum = 0;


Iterator criteriaList = criteria.iterator();


while (criteriaList.hasNext()) {



SimilarityCriterion criterion = (SimilarityCriterion) criteriaList.next();



String fieldName = criterion.getFieldName();



float weight = weights.get( fieldName );



weight *= weight;



sum += weight;


}


float squareOfSummedDeltas = (float) Math.sqrt( sum );


return squareOfSummedDeltas;

}

Listing Six

private SimilarityCriterionScores normalizeValues( 





Item item, 




SimilarityCriteria criteria,





SimilarityWeights weights,





DataSetStatistics statistics ) {




SimilarityCriterionScores normalizedValues = new SimilarityCriterionScores();


Iterator criteriaList = criteria.iterator();


while (criteriaList.hasNext()) {



SimilarityCriterion criterion = (SimilarityCriterion) criteriaList.next();



String traitName     = criterion.getFieldName();



int    traitDataType = item.getTraitDataType( traitName );



String criterionID   = criterion.getID();



SimilarityCriterionScore score 






 = new SimilarityCriterionScore( criterionID );



normalizedValues.add( score );



float position = 0;



if ( (traitDataType != TraitDescriptor.TYPE_FLOAT  ) &&



     (traitDataType != TraitDescriptor.TYPE_INTEGER) ) {




String value = item.getTraitValue( traitName ).toString();




String targetValue = criterion.getValue().toString();




if (value.equals( targetValue )) {





position = 1;




} else {





position = 0;




}



} else {




float itemValue = item.getTraitValue( traitName ).toFloat();




TraitStatistics stats = statistics.get( traitName );




float min   = stats.getMinimumValue();




float range = stats.getRange();




position = (itemValue - min) / range;



}  //--- if dataType = ...



score.setNormalizedValue( position );



float weightedValue = (position * weights.get( traitName ));



score.setWeightedValue( weightedValue );


}


return normalizedValues;

}

Listing Seven

private float computeDistance( SimilarityCriterionScores targetValues,





    SimilarityCriterionScores itemValues ) {


float sum = 0;


Iterator targetValueList = targetValues.iterator();


while (targetValueList.hasNext()) {



SimilarityCriterionScore targetScore = 




(SimilarityCriterionScore) targetValueList.next();



SimilarityCriterionScore itemScore = itemValues.get( targetScore.getID() );



float targetValue = targetScore.getWeightedValue();



float itemValue   = itemScore.getWeightedValue();



float delta = (targetValue - itemValue);



float squaredDelta = (delta * delta);



sum += squaredDelta;


}


float distance = (float) Math.sqrt( sum );





return distance;

}

Appendix B:  Tools Used

All tools used in the final version of the PC Shopping Assistant application were free. Most were also open source. It was not the intent of this project to use nothing but free software, but the free and especially the open source software proved superior to their commercial counterparts. Some commercial tools were used in the beginning of this project but were replaced relatively early. The one tool that i did not find a decent (i.e., functional and easy to use) free tool for was deployment. That one feature alone made me wish i had used a commercial IDE as most commercial Java IDEs come bundled with automated package builders and deployment tools.

B.1 Language and IDEs

· Java J2SE 1.3.1. Java 1.2 features used heavily (Swing and collection classes), minimal use of Java 1.3 features (just JLabel HTML support i think) 

· JBuilder 5.0.296.0 (primary) 

· JCreator 1.52.01 (secondary; excellent IDE, no GUI builder) 

· Early development also done with Forte and Cafe 

B.2 Environment

· Java application. JSP/servlets were not used for portability/distribution reasons 

· Developed, tested, crashed and repeatedly rebooted on Windows 98 

· CVS on linux (hosted by SourceForge) used for source control. Kind of. Setting up CVS on Source Forge was decidely non-trivial and getting gnu's WinCVS to work was a pain. For those reasons, source control was not actively used 

B.3 Libraries

· PrintfFormat - an sprintf simulator from Allan Jacobs, Sun Microsystems. Used for some string formatting, although not used extensively due in part to formatting errors that cropped up when using the ' flag (localized thousands separator). Since the code is provided, i could fix this, but i was lazy and never got around to it 

· TableMap and TableSorter - swing table extentions by Philip Milne. Used in an attempt to make the horrible Java JTable class simple and useful for displaying output. It didn't work 

· DynamicallyModifiableTableModel - a subclass of AbstractTableModel by me. Another attempt to make a nice display object in Java. Why don't most languages make an easy way to do simple data display? Makes me miss PowerBuilder and its datawindows. While this approach worked, it was eventually abandoned in favor of displaying HTML in JLabel and JEditorPane objects 

· TraitPanel - not really a library, just a subclass of JPanel i made that had a lot of little properties i needed. Specifically, it tracked button groups and check boxes specific to that panel (a simple version of the query screen had 13 button groups containing 65 radio buttons) and the item that the panel described (most controls store this info in the actionCommand property, but the JPanel class doesn't have that). Why build this class? Aside from making generating a query from a collection of panels (or a huge collection of controls) much easier, it was pretty darn necessary to make possible my eventual goal of generating the entire GUI dynamically from run-time loaded meta data. 'Cause hey, who likes building, hard coding and maintaining GUIs anyway? 

B.4 Data

· Pipe delimited files. Databases were not used for portability/distribution reasons. Why pipes? Why not? i could just as easily have used any other text file format - tab delimited files, colon delimited, comma delimited, space delimited, XML, fixed length, etc. i used pipe delimited because i thought pipes were prettier than tabs and commas and because pipe delimiters required less coding than XML and fixed length records; was more compact than fixed length and XML; was easier to maintain than space delimited, fixed length and XML and because pipe delimited files perform waaaaay better than XML 

B.5 Object Modeling

· Pieces of paper. The ultimate object-modeling tool. Anyone who uses anything else is an imbecile and should be shot repeatedly. Any employer who refuses to interview object modelers without heavy Rational Rose experience deserve the idiots they get. Anyone who claims that they enjoy working with any Rational tool (or worse, claims to have RUP experience, which is the PM equivalent of a snipe hunt) is lying and should be decapitated immediately 

· White boards. My house is covered in them. You can never have enough white boards 

· ArgoUML 0.8.1. Used to draw pretty pictures of objects (class diagrams only; the other UML stuff is pretty worthless) after they have been modeled on the back of scratch pieces of paper. ArgoUML (also called Argo/UML) is yet another super-duper free (BSD license) open source piece of software from the fine folks at UC Berkely. It's kind of like a UML expert system, or, according to its tagline, it provides "cognitive support for object-oriented design". It does all the standard stuff like code generation, and it has the nifty ability to make suggestions on how to improve your models (assuming your models can be improved, which never happens to a super genius like me *cough* *cough*). Me, i just used it to make pretty class diagrams and save them as GIF files 

· Early documentation also done with Rational Rose (not a free tool, despite its amateurish appearance; i started with this because i had it installed and i have way too many years experience in it), Visio (both Visio's block diagrams and its iffy UML support in version 5) and TogetherJ (it supports design patterns and is a lot nicer than Rose, but it's a java app, so it, like every other java app except maybe ArgoUML, is painfully slow). All three of these tools cost money, although, personally, i think only TogetherJ is worth spending money on. But in the end i decided to use ArgoUML because i just liked it better (money wasn't an issue as i own and use all three tools professionally). Remember, though, none of these tools, however, hold a candle to scratch pieces of paper 

B.6 Packaging

· jar. As in the command line jar tool that comes with the JDK. Distribution was a major pain in the ass. My version of JBuilder (the free version) does not contain a jar builder (my version of Cafe Enterprise did, but i only have that at work, not at home, and this is a non-work assignment so...). i tried to use Cannery, a free jar building tool, but, despite a lot of effort, i never got it to work. So i wrote my own manifest file (it took quite a while to figure out the directory structure jar expected), manually verified my dependencies, manually built the archive and spent way too much time manually testing bad archives (path problems in packaging multiple packages caused me most of my head aches) 

Appendix C:  Data File Formats

C.1 Data File

#--- A dummy data file of PC numbers to test the SelectionEngine

#--- If this were ever used in real life, it'd probably be in a DB for the

#---   app to read from and in XML if a vendor sent emailed/ftp'ed it to us

f=s:maker |s:model        |i:cpu|s:chip name|i:ram|f:hd|f:cost|f:winmark|s:video card    |f:q2 |b:cd-rw|b:dvd|b:AGP slot

d=compaq  |Presario 9228  | 733 |celeron    |256  |20  | 500  |   1     |Intel3D AGP     | 24  | false |false|false

D=compaq  |Presario 9257  | 900 |celeron    |512  |20  | 600  |   2     |Intel3D AGP     | 35  | false |false|false

D= dell   |Incendiary 2000|1400 |athlon XP  |1024 |100 |2600  |  10     |GeForce III     |221  | true  |true |true

d=  hp    |Pavilion 9420  |1100 |duron      |256  |30  |1000  |   6     |GeForce II MX   |130  | true  |true |true

D=  hp    |Pavilion 9200  | 950 |Pentium III|256  |30  |2000  |   4     |PowerVR Kyro II |120  | true  |false|true

d=micron  |millenia 1800  |1800 |Pentium IV |1024 |80  |3500  |  10     |GeForce III     |186  | true  |true |true

D=micron  |millenia 1200  |1200 |athlon     |512  |75  |3000  |   9     |GeForce III     |170  | true  |true |true

D=emachine|e1300          |1300 |Pentium III|128  |60  |1800  |   7     |ATI Radeon 8500 |160  | true  |false|true

d=emachine|e1200          |1200 |celeron    |128  |30  |1500  |   4     |ATI Radeon 7500 |108  | false |false|true

D=emachine|e600           | 600 |celeron    |64   |18  | 600  |   3     |S3 Savage 4     | 66  | false |false|true

C.2 Query File

#--- This is the criteria we use for selecting items

#--- Operators:

#---
=
!=
>
<
>=
<=

#---
~   around; for trying to be close (+/-) to a specific number

#---
%   prefer; for soft-matching on strings and booleans

#---
!%  rather not; for soft-matching on strings and booleans

#--- Values:

#---
[MAX_VAL]  maximum numeric value in this dataset for this field

#---
[MIN_VAL]  minimum numeric value in this dataset for this field

#---

#--- Format:

#---   First field is type. Type is w for weight or c for constraint

#---   When type = c, the format is 

#---
type | field | operator | value

#---   When type = c, the format is 

#---
type | field | weight

#---

#--- Weight is an integer, higher is better

#---   The weight can be any integer, but i personally use 1 to 5

#--- Weights *only* apply to similarity measures (~, %, !%), *not*

#---   to absolute filtering criteria (=, !=, >, <. >=, <=)

#---

#--- Everthing should be case insensitive

#--- i don't like HP, but it's not that important

#---   but i absolutely won't buy a Dell

c | maker   | !% | hp

c | maker   | != | dell

w | maker   | 2

#--- This is going to be a game machine, so i really want a fast video card

c | winmark | ~  | [MAX_VAL]

w | winmark | 5

c | q2      | ~  | [Max_Val]

w | q2      | 5  

#--- i only have $3,000, so it absolutely *cannot* cost more than that

#--- i figure $1,500 is a good price for a fast game machine

#---   so let's try to find a machine around that price

c | cost    | <= | 3000

c | cost    | ~  | 1500

w | cost    | 4

#--- A big hard drive wouldn't be bad

c | hd      | ~  | [MAX_VAL]

w | hd      | 1

#--- And i wouldn't mind having a DVD player

c | dvd     | %  | y

w | dvd     | 1
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		A		4		4
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